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Abstract Within the field of finance, Value-at-Risk (VaR) is a widely adopted tool
to assess portfolio risk. When calculating VaR based on historical stock return data,
the data could be sensitive to outliers caused by seldom occurring news events in
the sampled period. Using a data set of news events, of which the irregular events
are identified using a Poisson distribution, we research whether the VaR accuracy
can be improved by considering news events as additional input in the calculation.
Our experiments show that when a rare event occurs, removing the event-generated
noise from the stock prices for a small, optimized time window can improve VaR
predictions.

1 Introduction

Despite its limitations in terms of interpretability and mathematical properties [2,
16], Value-at-Risk (VaR) is a widely adopted risk measure used by practitioners
in the field of finance, quantifying the risk of loss on a portfolio of financial equi-
ties. It is defined as a threshold value and confidence level such that the probability
that the loss on the portfolio over a given time horizon does not exceed a certain
value at a given confidence level. It is generally assumed that there are no unex-
pected trend breaks. However, in reality we are faced with deviations from trends,
mainly caused by emerging events. These events are usually reported in news and
can greatly impact today’s financial markets. For example, when Google announced
a 29% increase in its 2011 Q3 net-income, within hours its shares went up by 7%.

According to the weak form of the efficient market hypothesis, news that con-
tains information on an equity is not perfectly incorporated in the price when it is
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published. Studies have reported on the existence of such a delay [8], caused by
initial over- or under-reactions to the news. Additionally, news events have an effect
on the volatility of equities [15]. Hence, taking into account news events for VaR
calculations (which are based on returns distributions) could be beneficial, as the
volatility is the standard deviation of the distribution of returns.

As the usage of information extracted from text in a financial context has proven
to be a vital strategy in many financial applications [6, 12], we hypothesize that
we can improve VaR computations by introducing financial news events [3, 10]
as an additional input. In our research, we employ the ViewerPro [18] software
for the extraction of ticker data and news events. By using a Poisson distribution,
we identify the irregular (and hence noisy) events. Subsequently, we cleanse the
ticker data from event-generated noise, and aim to obtain a data set which is a more
accurate representation of the expected returns distribution. In our experiments, we
aim to optimize the time window for which the noise is removed by evaluating for
different configurations the accuracies of the calculated VaR.

This paper is organized as follows. First, we describe related approaches to this
research in Sect. 2. Then we introduce our framework in Sect. 3. Section 4 presents
our implementation, our data set, and an evaluation of the framework on this data
set. Last, in Sect. 5 we draw our conclusions and provide directions for future work.

2 Related Work

The existence of a relationship between the stock market and news events has been
acknowledged by many previous studies [5, 7, 9]. Additionally, the number of news
events and trading activity have proven to be correlated [15]. Even though the ef-
ficient market hypothesis supports that news information is fully and immediately
processed into the value of shares, in practice this is not always the case [17]. Hence,
for traders, timely and accurately reacting on news and estimating the VaR of port-
folios correctly, is of utmost importance.

The three most widely used implementations for VaR calculations are the para-
metric method (assuming a specific distribution of equity returns), a Monte Carlo
simulation-based method that predicts future returns by fitting a distribution based
on historical data, and the historical method, which assumes that historical changes
in the price accurately predict changes in the future. Common distributions for the
parametric method are the normal and log-normal distributions, as they offer sim-
plicity and robustness. However, in practice, equity returns are almost never nor-
mally distributed [1]. Assuming a specific distribution could therefore lead to a bias
in the risk measure. Even though the Monte Carlo simulation overcomes this prob-
lem by randomly sampling the historical data multiple times to approximate its dis-
tribution, this method is rather slow as it is computationally intensive. As we aim
for an application that is able to run real-time, Monte Carlo simulation-based meth-
ods are not suitable for our research. Similarly, the historical method also analyzes
a set of historical returns instead of an assumed distribution. An advantage of the



historical method over the Monte Carlo simulation-based methods is its simplicity,
which fosters real-time computation. Therefore, in this paper we utilize the histori-
cal method for VaR prediction in which we implement event-based improvements.

Hull and White [11] improve the VaR calculation by updating the volatility in the
historical method by means of GARCH/EWMA models in order to reflect the dif-
ference between the volatility at the time of the observation and the current volatil-
ity. While Hull and White analyze multiple equity portfolios, in our work we only
observe single equity portfolios in order to prevent heteroscedasticity (i.e., inter-
dependencies between variances, which is often the case with different financial
equities in a portfolio). The authors propose a method to update the volatility in the
appropriate time interval so that the volatility becomes a more dynamic factor in
VaR calculation. Based on mean absolute percentage error (MAPE), their work is
compared to another method, involving the assignment of weights to observations
that are more recent [4]. The authors find that their method outperforms both the
traditional historical method and second method for exchange rates, yet for stock
indices, results are mixed.

Other work that aims to improve technical indicators with news was performed
by Zhai et al. [19]. The authors make use of a simple text classification algorithm
with a supervising learning method. Instead of only using company specific news,
they are also integrating general market news in combination with technical indica-
tors. It is concluded that technical indicators and news events alone are inaccurate
as estimators, but that the combination of both could lead to better results. Based
on a real-life market simulation, the authors show that by using their approach it is
possible to make profit.

3 Framework

In order to be able to assess whether the incorporation of news into the calculation
of the VaR of a specific equity improves the overall quality of the outcomes, we
propose a framework that is based on two inputs, i.e., a list of stock prices and a list
of financial events, which are extracted from several feeds such as Reuters using the
ViewerPro application.

In a pre-processing phase, we cleanse the collected equity prices as follows. As
stock markets are only open on specific dates and times, we filter the prices and
keep those within market opening times. Also, in order to decrease computational
complexity, the time intervals between individual prices are defined per hour instead
of per second.

Subsequently, we read in news events, stemming from news items processed by
ViewerPro using computational linguistics, semantic analysis, and formal logic.
ViewerPro determines the positive and negative impacts of the information de-
scribed in the news on the equities that are relevant to the user. Large amounts of
news messages are filtered for equity-specific news, and the semantic component
of ViewerPro analyzes each individual news message for economic impact. This



yields a list of relevant annotated news events. Some general types of news events
that are covered by the ViewerPro annotations are hiring and resignation of CEOs,
acquisitions, profit announcements, etcetera.

An additional step is performed by identifying irregularly occurring event types
from our event set, as these events are not likely to occur again and thus cause a
significant noise in stock rates. As Poisson distributions are used in many fields to
model the number of occurrences of events in a certain time interval (if the average
rate of occurrences is known and we assume that events occur independently from
each other), we apply a Poisson distribution F to a test set test, which is a function
of the measured and expected number of occurrences in the test set, i.e., x and λ ,
respectively:

F (x;λ ) =
λ xe−λ

x!
. (1)

As depicted in Fig. 1, when using a threshold α of 0.05, for x = 0 (which means
no event occurrences), F (x;λ )< α for λ ≥ 3. For a training set train the expected
number of occurrences λ ′ is obtained by scaling λ by the proportion of the set
cardinalities, i.e., λ ′ = λ ×ϑ , with ϑ = |train|/|test|. Hence, we consider event
types that occur ≥ 3×ϑ as regular events, and events occurring < 3×ϑ as rare
events.

The identified (rare) events are subsequently associated with times in which they
occurred and also with the recorded stock rates. We adjust the collected prices for
a time window to account for the generated noise by updating their values to the
previously measured value, which is illustrated by Algorithm 1 that processes a
list of chronologically ordered (hourly) recorded prices. For each stock price price
in price list prices, we compare the stock price time with the time of each event
event stored in event list events in order to check for event occurrences. If an event
occurrence is identified, impact is set to the window size window (for which the
optimization is given in Sect. 4), causing the value of the subsequent price items to
be set to the current value. The value of impact is decreased with 1 every next price
in price list prices, so that subsequent price values are updated up until the window
size has been reached. In case of overlapping events, the impact counter is reset to
the window size window. After processing all original prices stored in priceshist , we
obtain a new list of event-corrected prices, i.e., pricesevent .

Fig. 1 Poisson distributions
for various measured and
expected occurrences, i.e., x
and λ , respectively
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Algorithm 1 News event processing (per equity)
Require: prices = array of stock prices and associated times
Require: events = array of events and associated times
Require: window = integer representing time window
1: previousprice.value = prices.[1].value
2: for all price in prices do
3: for all event in events do
4: if impact > 0 then
5: impact = impact−1
6: price.value = previousprice.value
7: end if
8: if price.time = event.time then
9: impact = window

10: end if
11: end for
12: previousprice.value = price.value
13: end for

Both sets of original (“hist”) and denoised (“event”) prices are converted to sets
with hourly returns. We compute the return set returns of a price set prices as the
relative change between the price at time t +1 and the previous price at time t, i.e.,

returns =
pricest+1− pricest

pricest
∀t = 1, . . . ,N−1 . (2)

where N represents the number of items in the list. A specific return returnst equals
the profit that can be obtained if a share is bought at time t and sold at time t +1.

We make use of the historical returns (both original and adapted) to estimate the
future returns. The time horizon used for computing returns is 1 day. After sorting
the return list returns, we calculate the Value-at-Risk, VaR, as

VaR = returns′ [bα · length(returns)c] . (3)

Here, returns′ represents the ordered (sorted) list of returns and where the confi-
dence level is denoted by α . Thus, in a data set with 20 historical returns – with the
first element being located on position 1, and the last on position 20 – we select the
first worst return (i.e., position 19) for a confidence level of 0.95. With (3), we calcu-
late VaRevent and VaRhist using our adjusted method and the traditional method (i.e.,
the historical method without the improvements proposed in [4, 11]), respectively.

4 Evaluation

In order to evaluate the performance of the proposed historical VaR calculation, our
framework is implemented as a Java-based application that calculates the VaR of a
single equity based on a data set containing news events and stock prices.



The data set used in our experiments stems from the ViewerPro software, and
– after filtering – covers news events and stock data collected on an hourly basis
for 363 heterogeneous equities on weekdays during the year 2010, and contains
approximately 2,000 stock data points, 119 different event types, and 50 up to 75
associated events per equity. In order to evaluate the performance of the calculation,
we predict the VaRevent and VaRhist for 75% of our data set. The remaining 25% is
used as a test set for comparing the predicted VaR with the actual VaR.

Even though many VaR analyses are currently performed using the Kupiec
test [14], we employ a different set of measures. As explained by Kupiec in his
original work, the test is statistically weak with sample sizes of one year. As our
data set covers only the 2010, we need different measures that provide insight into
the effectiveness of our proposed event-based approach.

In order to analyze for how many equities our adjusted event-based historical
method provides better quality predictions in comparison to the traditional historical
method, we measure each method’s squared error. The squared error SE for equity
e is defined as the squared difference between the equity’s actual VaR (VaRe,actual)
measured in our test set and the predicted VaR (VaRe,predicted) that has been pre-
dicted based on our training set, i.e.,

SEe =
(
VaRe,actual−VaRe,predicted

)2
, (4)

where VaRe,predicted is one of VaRevent or VaRhist .
Subsequently, the squared errors are combined into the mean squared error

(MSE), yielding an MSEhist and MSEevent . The MSE is calculated as the summation
of the squared errors (SE) of all equities e ∈ E divided by the number of equities,
i.e.,

MSE =

∑
e∈E

SEe

|E|
, (5)

where |E| denotes the total number of equities in set E, in our case 363.
Additionally, we evaluate the number of times both methods outperform one an-

other, i.e., OPT (OutPerformed Total), by comparing the squared errors SEe,hist and
SEe,event for each equity e ∈ E, yielding

OPT hist,event = ∑
e∈E

O(SEe,hist ,SEe,event) , (6)

OPT event,hist = ∑
e∈E

O(SEe,event ,SEe,hist) , (7)

O(X ,Y ) =
{

1 if X < Y
0 else . (8)

In our experiments, we compare the MSE and OPT for the traditional and event-
based VaR calculation methods, both on the full event data set, as well as on a
data set containing only the rare events, using an arbitrary time window of 8 hours
(determined based on initial estimates). Subsequently, we determine the optimal



time window size by observing plots of MSE and OPT values for the event-based
VaR calculation method. Also, we take into account the number of overconfident
predictions (CONF) of all equities e ∈ E, which is calculated as

CONF = ∑
e∈E

C(VaRe,predicted ,VaRe,actual) , (9)

C(X ,Y ) =
{

1 if X > Y
0 else , (10)

where VaRe,predicted represents the predicted VaRevent for equity e based on our ad-
justed data set (only containing the rare events).

Last, we perform a two-sample one-tailed t-test on the sets of individual squared
errors SEhist and SEevent (containing SEe,hist and SEe,event ∀e ∈ E, respectively) for
our optimal configuration, in order to assess the significance of the measured dif-
ference between MSEhist and MSEevent . For this, we use a significance level of 0.05
to reject the null hypothesis that there is no difference between the measured MSE
values.

When comparing the results from both VaR calculation methods using our data
set containing all (i.e., regular and rare) events and stock rates on an hourly ba-
sis, and when using a time window of 8 hours, we obtain the results depicted in
Table 1, which shows the MSE and OPT values for both the traditional and the
event-based historical VaR calculation methods (columns hist and event, respec-
tively). We observe an improvement of 21.66% in terms of MSE when accounting
for event-generated noise in our stock data. Additionally, the event-based VaR cal-
culation method outperforms the traditional historical method (in terms of squared
errors of predicted VaR values with respect to the actual VaR values) 232 times
which is a share of 63.91% of all predictions, compared to 131 observations in
which the traditional method outperforms our adapted method.

As presented in Table 1, repeating the same experiment on a filtered data set
which only contains non-rare events (i.e., 345 in total) yields an additional improve-
ment over the previous results. Now, in 71.88% of the cases (i.e., 248 out of 345),
event-based historical VaR calculation outperforms the traditional method. Also, we
see a performance gain in terms of MSE. The improvement in MSE values has in-
creased from 21.66% to 26.29%. Both scores underline the added value of only
considering the rare events.

Subsequently, we optimize the size of the time window by evaluating MSE and
OPT values on the one hand, and the number of overconfident predictions (CONF)
on the other hand. For this, we observe VaR prediction models with time windows

Table 1 Experimental results of the performance of traditional and event-based historical VaR
calculation (columns hist and event, respectively), while employing a cleansing window of 8 hours

All events Non-rare events
Measure hist event hist event

MSE 1.0590E−05 8.2965E−06 1.1220E−05 8.2700E−06
OPT 131 232 97 248



ranging from 1 to 24 (i.e., 3 working days of 8 hours, which is the maximum effect
of a news event [13]). As depicted by the graphs in Fig. 2, cleansing the data with a
window of 10 hours yields the highest score for OPT (i.e., 249). However, the lowest
MSE value is observed for a window of 14 hours. The number of overconfident
predictions increases for each increase in window size, and hence we opt for a time
window of 10 hours, as this maximizes the number of outperforming predictions
while minimizing the number of overconfident predictions.

As shown in Table 2, utilizing a window of 10 instead of 8 hours on a data set with
rare events yields an improvement both in terms of MSE and OPT . The MSE of our
event-based historical VaR prediction models improves with 31.73% over the tra-
ditional historical VaR prediction method’s MSE. This improvement is a lot higher
than the measured improvement of 21.66% when using a cleansing window of 8
hours. Alternatively, we can also determine an optimal cleansing window for each
event type separately by evaluating the percentile differences from the mean stock
rate per equity in order to determine the impact of an event type. Large differences
(e.g., > 50.00%) after an event occurrence indicate noise that should be cleansed,
while a small difference (i.e., the smallest difference after an event) indicates that
the market has returned to normal, hence not requiring any cleansing. This strategy
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Fig. 2 Performances of event-based VaR prediction models with various time windows



Table 2 Experimental results of the performance of traditional and event-based historical VaR
calculation (columns hist and event, respectively) on non-rare events

window = 10 window = event-based
Measure hist event hist event

MSE 1.1220E−05 7.6600E−06 1.1220E−05 7.2400E−06
OPT 96 249 100 245

for determining (individual) window sizes yields even higher improvements. For
the measured MSE values we obtain a decrease of 35.47%, whereas 71.01% of the
event-based VaR predictions outperform the traditional ones.

In order to assess the significance of the measured MSE improvement of 35.47%,
we perform a paired two-sample one-tailed t-test based on SEhist and SEevent , con-
taining squared errors for all equities. We obtain a p-value of 0.0027, hereby reject-
ing the null hypothesis that there is no difference between the measured MSE values
when applying a significance level of 0.05. Hence, the proposed event-based histor-
ical VaR calculation method (using non-rare events and event-based window sizes)
produces more reliable VaR predictions when compared to the traditional method.

5 Conclusions

When calculating Value-at-Risk (VaR) – a widely adopted tool in the field of finance
to assess portfolio risk – based on historical stock returns data, the data could be sen-
sitive to outliers caused by seldom occurring news events in the sampled period. In
order to address this shortcoming, we have proposed a way to enhance the calcula-
tion and prediction of VaR based on historical data, by removing the event-induced
noise. This would enable practitioners to make better predictions of risk in terms of
distributions of expected future returns.

Using a substantial data set of stock rates and news events of 2010 stemming
from the proprietary ViewerPro software, we have identified rare (and hence noisy)
events using a Poisson distribution. Subsequently, the event-generated noise was
removed from the stock rates. From our experiments, in which we evaluated various
cleansing window sizes, we can conclude that the calculation and prediction of VaR
can be improved with news (i.e., extracted events and stock rates) as an additional
input. Our event-based method demonstrates a significant MSE improvement of
35.47% compared to the traditional historical method, and outperforms the latter
in 71.01% of the cases.

For future work, we suggest to investigate accounting for the type of news events,
which could affect the influence of an event on equity prices (e.g., mergers could
generate a larger noise than quarterly profit announcements). Another direction is
related to additionally accounting for general stock market events such as financial
crises, instead of only just the company specific news. Last, we would also like to
build a real-life market simulation for our improved historical VaR method.
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