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ABSTRACT
News item recommendation is commonly performed using
the TF-IDF weighting technique in combination with the
cosine similarity measure. However, this technique does not
take into account the actual meaning of words. Therefore,
we propose two new methods based on concepts and their
semantic similarities, from which we derive the similarities
between news items. Our first method, Synset Frequency
– Inverse Document Frequency (SF-IDF), is similar to TF-
IDF, yet it does not use terms, but WordNet synonym sets.
Additionally, our second method, Semantic Similarity (SS),
makes use of five semantic similarity measures to compute
the similarity between news items for news recommendation.
Test results show that SF-IDF and SS outperform the TF-
IDF method on the F1-measure.

Categories and Subject Descriptors
H.3.3 [Information Storage and Retrieval]: Informa-
tion Search and Retrieval—Information filtering, Relevance
feedback ; I.2.4 [Artificial Intelligence]: Knowledge Rep-
resentation Formalisms and Methods—Representation Lan-
guages

General Terms
Algorithms, Performance

Keywords
Content-based recommender, News personalization, Recom-
mender systems, Semantic Web, User profiling, Semantic
similarity

1. INTRODUCTION
Today’s World Wide Web is a largely unstructured, enor-

mous, and ever increasing collection of data, information,
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and knowledge. A specific and valuable type of information
frequently found on the Web is news. Not all information
can be classified as news: information is considered to be
news if it was previously unknown to the viewer (i.e., an
entity as simple as a human user or as complex as a read-
ing agent or recommendation tool) and/or when the specific
item reports on recent events. Often, news is organized in
a few main categories, e.g., business, sports, politics, tech-
nology, etc. However, on Web sites, news is hardly ever
organized to what might interest the reader and what might
not. Lately, this resulted in a lot of research into news rec-
ommendation algorithms and systems.

Many algorithms exist for news item recommendation, of
which in this paper, we discuss the most common ones and
compare the results of these with one another. There are
currently three different ways on how a news recommender
can recommend news articles: a content-based recommenda-
tion, a collaborative filtering recommendation, and a hybrid
recommendation.

Content-based recommendation focuses on existing user
preferences and searches for news items which are similar
to the user preferences. The collaborative recommendation
focuses on other users which are similar to the person brows-
ing for news items and what articles they found interesting.
The hybrid method is a mix of the two previously men-
tioned recommendation systems and tries to combine the
best of both worlds [1]. Some argue that within content-
based recommending systems one could distinguish between
two subtypes: a recommendation system that simply takes
every word into account (without paying any attention to
word meanings) on the one hand, and a semantic approach
on the other hand, which tries to capture the meaning or
sense of each word [13].

In our current endeavours, we focus both on the tradi-
tional content-based approach as well as the semantic ap-
proach to news recommendations. The collaborative recom-
mendation and the hybrid recommendation are outside the
scope of the research presented here. Our work builds on
our earlier efforts in the field of news recommendation [6,
8, 9, 11, 13]. The focus of the work discussed in this paper
is on employing new recommendation algorithms within the
Hermes news personalization framework, which has been in-
troduced in [8]. For this, we build the Ceryx framework, sup-
porting many different kinds of recommendation systems, in
order to compare the different methods and to find the best
semantics-based method for news item recommendation.



In this paper, we investigate how recommenders which fo-
cus on the meaning of a word perform when compared to
one another as well as when compared to the traditional
term-based recommender. The semantic recommenders we
discuss are the frequently used Jiang & Conrath [16], Lea-
cock & Chodorow [17], Lin [19], Resnik [22], and Wu &
Palmer [29] similarity-based recommenders, as well as our
own Synset Frequency-Inverse Document Frequency (SF-
IDF) recommender. The traditional recommender uses the
well-known TF-IDF algorithm in combination with the co-
sine similarity measure.

This paper is organized as follows. First, Section 2 dis-
cusses related work. Then, we present the Hermes News
Portal (HNP), i.e., the implementation of the Hermes frame-
work, and also the proposed Ceryx framework in Section 3.
Subsequently, we explain our implementation of the Ceryx
framework and we provide additional insights in the work-
ings of the previously mentioned recommenders in Section 4.
Next, we evaluate the results of our recommenders in Sec-
tion 5. Last, we conclude our paper and propose future work
in Section 6.

2. RELATED WORK
A lot of research has been done in the field of recommender

systems, and more specifically much of the scientific effort
has been focused on the development of similarity measures.
In our introduction, we already briefly touched upon five
semantic similarity measures [16, 17, 19, 22, 29], of which
more details are given in Section 3. In [28], the authors
compare the aforementioned similarity-based recommenders
and use them to relate similar words with each other so that
an ontology can be created.

Even though we use the similarity-based recommenders in
order to measure the similarity between the different news
items, the way the similarity between the words is being
computed is the same as in the previously listed work. The
main difference between the work of Warin and Volk and
the work presented in this paper is that the authors of [28]
do not take into consideration the actual meaning of the
word in the sentence. For each word, the authors test every
possible meaning, pick the one with the highest similarity
to the ontology, and subsequently decide whether or not
it is similar to another word based on a cut-off value. In
contrast, in our efforts, we make use of the adapted Lesk
method [15] in order to identify the specific meaning a word
has in an arbitrary sentence, i.e., we perform word sense
disambiguation. This choice is motivated by the fact that
this gives us more certainty about the correct meaning of
the word by taking into account its context.

Lovelyn Rose and Chandran [20] aim to improve Web
search results given a query statement by the user. In their
attempt, the authors compare the different ranking methods
with each other. Aside from using the five aforementioned
methods, Lovelyn Rose and Chandran also make use of the
adapted Lesk method as a way to find the similarity between
words. While we have chosen to ignore the Lesk method for
similarity ranking due to it being rather slow, the paper is
similar in the way that it compares the results obtained us-
ing different similarity measures. However, we compare two
complete texts with each other while this paper compares a
query statement with a complete text.

Aside from the similarity measures already mentioned, we
also use the SF-IDF technique in our paper. While this tech-

nique is much like the traditional TF-IDF weighing tech-
nique in combination with the cosine similarity measure de-
scribed in [24], it is different in the sense that we consider a
certain word and its synonyms, derived from a semantic lex-
icon like WordNet [7], as the same concept for counting pur-
poses. There has been work on weighting techniques oper-
ating on (ontology) concepts instead of terms, i.e., Concept
Frequency - Inverse Document Frequency (CF-IDF), which
is a term coined in our previous work [11]. Although these
techniques also take into account the meaning of words, they
are rather limited in the sense that they rely on domain
ontologies or other forms of concept specifications. As we
employ a large semantic lexicon like WordNet, we avoid the
need for regular knowledge base updating with new domain
knowledge.

Getahun et al. [10] also use a semantics-based method for
identifying news item similarity. Compared to [10], where
the relatedness of two news items is computed by taking
into account the global semantic neighborhood of a concept,
in our approach, SF-IDF is combined with the cosine simi-
larity measure. Furthermore, while we specifically focus on
the similarity between two different news items, the authors
of [10] aim to identify the relationship between two news
items which can have disjointness, intersection, equality, in-
clusion, and oppositeness with each other. By purely focus-
ing on similarities, we intend to analyze the effect of consid-
ering word senses for the recommendation of news items.

Additionally, in [5] a conceptual indexing method based on
WordNet is proposed, which represents document contents
by a semantic network [25]. The documents are mapped
on the WordNet semantic network and converted from a
set of terms to a set of concepts. Subsequently, extracted
concepts are weighted using TF-IDF and Okapi BM25 [23].
This method differs from ours in the detection of concepts,
it does not take into account synonyms, and it lacks a word
sense disambiguation procedure as present in our method.

3. CERYX FRAMEWORK
The Ceryx framework is an extension of Athena, which is

a component of the Hermes framework for news recommen-
dation. Its goal is to recommend news items based on a user
behavior profile and a semantic similarity measure. This is
being done in three steps. The first step is to construct a
user profile which contains the user’s preferences regarding
previously browsed news items. Second, Hermes is employed
for determining the senses of the words in the user profile
and the unread news items. In the third and final step, the
similarity between unread news items and the user profiles
is measured by making use of either one of our two semantic
similarity methods, or the already existing TF-IDF method.
In the next subsections these three steps are described in
more detail.

3.1 User Profile
A user profile consists of all the news items which the user

has read so far. Once a user reads a previously unread news
item, the user profile is updated by adding that news item
to it. The set of news items in the user profile is defined as

P = {p1, p2, · · · , pn} , (1)

where pi represents a news item in the user profile and n is
the number of news items in the user profile. The user profile
gives us information about the preferences of the user, since



the user primarily reads news items which he or she considers
to be interesting. The user profile is the starting point from
which interesting unread news items can be recommended
to the user.

3.2 WordNet Synsets
The semantic similarity methods compare the words from

the unread news items with the words from the news items
in the user profile. To compare these words, the semantic
similarity is measured by making use of the WordNet dic-
tionary, which is an online lexical database for the English
language that contains over 166,000 pairs of word forms and
senses [7].

Each word form in WordNet comes with a set of senses,
which is a set of possible meanings for that word form. An
example of this, is the word form ‘turkey’ has associated the
senses ‘Meleagris gallopavo’ (i.e., the animal) and ‘Republic
of Turkey’. Each word form with a sense is called a ‘synset’.
WordNet consists of four part-of-speeches ‘noun’, ‘verb’, ‘ad-
verb’, and ‘adjective’. These four different part-of-speeches
are organized into sets of synonyms, each representing a lex-
icalized concept. These so-called synsets are linked to each
other by making use of semantic pointers which refer from
one synset to another synset with which it has a certain rela-
tion. The type of connection is given by the kind of seman-
tic pointer. WordNet includes the semantic relations syn-
onymy, antonymy, hyponymy, meronymy, troponymy, and
entailment [7].

Ceryx compares the WordNet synsets from an unread
news item and the WordNet synsets from the news items
in the user profile. The synsets are obtained using a word
sense disambiguation procedure [9]. A news item from the
user profile can be described by a set of WordNet synsets as

Sp = {s1, s2, · · · , sm} , (2)

where Sp is the set of WordNet synsets from news item p,
si represents a WordNet synset in the news item, and m is
the number of WordNet synsets in the news item.

We combine all the WordNet synsets from all of the news
items in the user profile into one set. The union of all the
WordNet synsets which appear in the user profile is then

R =
⋃

p∈P

Sp , (3)

where Sp are the WordNet synsets from news item p, and P
represents all previously read news items (the profile). The
set of WordNet synsets from the unread news item is defined
as

U = {u1, u2, · · · , uk} , (4)

where ui represents a WordNet synset in the unread news
item, and k is the number of WordNet synsets in the unread
news item. Next, we propose two methods to compare the
words in the unread news item with all of the words in the
user profile.

3.3 Similarity Methods
Based on the WordNet synsets in news items, we propose

two methods in order to compute the semantic similarity
between two news items: Synset Frequency – Inverse Docu-
ment Frequency (SF-IDF) and Semantic Similarity (SS). We
compare both of them with the well-known Term Frequency
– Inverse Document Frequency (TF-IDF) method. We will

now describe how every method works in the following sub-
sections.

3.3.1 TF-IDF
The TF-IDF method is a classical method which has been

used many times in recommending news items and has many
variants. We have chosen to use the traditional TF-IDF
technique combined with the cosine similarity method, be-
cause these techniques are well-known, have been frequently
applied, and have shown to produce good results [2]. The
TF-IDF technique contains two elements. The first element
is tf(t, d), where t is the word that is being counted, and d
the current document in which the word is being counted.
tf(t, d) returns a number indicating how many times word
t appears in document d. The second element that plays a
central role in the TF-IDF calculation is idf(t, d), which is
defined as

idf(t, d) = log
|D|

|d ∈ D : t ∈ d| , (5)

where |D| is the total number of documents in the collection
of documents which is being compared, and |d ∈ D : t ∈ d| is
the number of documents in which word t appears. Since we
cannot divide by zero, this number will always be 1 or higher.
This makes sense if we assume we only look at the words
which appear somewhere in the collection of documents.

By combining the two elements tf(t, d) and idf(t, d)
through multiplication, we achieve the formula for TF-DF:

tf − idf(t, d) = tf(t, d)× idf(t, d) . (6)

After the TF-IDF vector for the current document has been
computed, we compute the TF-IDF vector for the next doc-
ument. Once every document has a TF-IDF vector associ-
ated, we are able to compute the cosine similarity.

The cosine similarity measure of vectors A and B can be
described as:

similarity(A,B) =
A×B
||A|| · ||B|| , (7)

where A is a vector containing all TF-IDF values for the
different words from the user profile’s news items and where
B is a vector containing all TF-IDF values for the different
words from an unread news item. Here, ||A|| is the magni-
tude of vector A, and is defined as

||x|| =
√
x2

1 + · · ·+ x2
n . (8)

In (8), x is for example A, x1 is the TF-IDF value for the
ith encountered word in vector A, and n is the length of the
vector. ||B|| is calculated in the same way as ||A|| using (8)
with x = B.

The above similarity will be computed for every unread
document, meaning that A and ||A|| will remain the same as
they represent the profile, but B and ||B|| will be the vector
and magnitude for the new unread news item, respectively.
Afterwards, all of the results are sorted in a descending way,
and those news items which have a similarity value higher
than the cut-off value are recommended to the user.

3.3.2 SF-IDF
SF-IDF works in the same way as TF-IDF does, with the

difference that t is now replaced by s, where s is not a word
but a synset instead. This means that we consider two words



with the same meaning as one and the same synset. The SF-
IDF formula for similarity is:

sf − idf(s, d) = tf(s, d)× idf(s, d) . (9)

The above formula looks similar to the TF-IDF formula,
except that s now takes the place of t. The cosine similarity
measure is the same as (7). Once again, all of the results
will be sorted from highest to lowest similarity to the profile,
and those news items which have a similarity value higher
than the cut-off value will be recommended to the user.

3.3.3 Semantic Similarity
Just like with the previous method, our Semantic Simi-

larity (SS) method compares the WordNet synsets from the
unread news items with the WordNet synsets from all the
news items in the user profile. This is done by making pairs
between the elements of the two sets with a common part-
of-speech.

To measure the similarity a vector in the n-dimensional
space is created of all the possible combinations of WordNet
synsets from the unread news item on one hand and the
union of WordNet synsets from the user profile on the other
hand. The vector is defined as

V = (〈u1, r1〉, · · · , 〈uk, rl〉) ∀ u ∈ U, r ∈ R , (10)

where ui represents a WordNet synset from the unread news
item, rj represents a WordNet synset from the user profile, k
is the number of WordNet synsets in the unread news item,
and l is the number of WordNet synsets in the user profile.

From that vector a subset is made that contains all the
combinations which have a common part-of-speech. This
subset can be described as

W ⊆ V ∀ (u, r) ∈W : POS(u) = POS(r) , (11)

where POS(u) and POS(r) are defined as the part-of-speech
of WordNet synset u in the unread news item or WordNet
synset r in the user profile.

For every combination in the above subset, a similarity
rank is computed with the selected semantic similarity mea-
sure. There are a total of five different semantic similarity
measures from which can be chosen. These measures are:
Jiang & Conrath [16], Leacock & Chodorow [17], Lin [19],
Resnik [22], and Wu & Palmer [29]. Each of these mea-
sures will separately be discussed in more detail later in this
section.

The final similarity rank of the unread news item is the
sum of all the combination’s similarities divided by the total
number of combinations. This final rank is defined as

rank(newsitem) =

∑
(u,r)∈W

sim(u, r)

|W | , (12)

where sim(u, r) is the similarity rank between the WordNet
synsets u and r, and |W | is the number of combinations
between the WordNet synsets from the unread news item
and the user profile. As in TF-IDF and SF-IDF, the ranks
which are higher than the cut-off value are recommended to
the user. Next, the WordNet terminology is explained in
order to be able to describe the different semantic similarity
measures.

Each synset is represented by a node in the WordNet tax-
onomy. This taxonomy is a hierarchy of ‘is-a’ relationships
between nodes. The similarity measures aim to explain that

a synset is semantically closer to another synset, for example
a ‘turkey’ is closer to ‘animal’ than that it is to ‘boat’. The
measures of Jiang & Conrath, Resnik, and Lin are based
on the information content of the nodes, while Leacock &
Chodorow and Wu & Palmer make use of the path length
between the nodes.

The information content (IC) of a node is the negative
logarithm of the sum of all probabilities of all the words in
the synset. The probability that an instance x of synset oc-
curs in a corpus is defined as p(x). The information content
can be written as

IC(s) = − log
∑
w∈s

p(w) , (13)

with w representing a word in synset s, with the meaning
given by s.

The path length is either the shortest path (length) be-
tween the two nodes or the maximum depth (D) from the
lowest node to the top node. Further, the LCS between two
nodes is the lowest common subsumer, which is the lowest
node that dominates both nodes [22].

The Jiang & Conrath measure uses the information con-
tent of both the WordNet synsets and the lowest common
subsumer. The similarity is

distJ&C(u, r) = IC(u) + IC(r)− 2× IC(LCS(u, r)) . (14)

Since this measure returns low values for large similarity
and high values for small similarity, the formula we use is
the inverse of the original one, and is defined as

simJ&C(u, r) =
1

distJ&C(u, r)
. (15)

Leacock & Chodorow’s measure is, unlike Jiang & Con-
rath’s measure, not based on the information content but
on the path length between both nodes. The shortest path
between the two nodes is divided by double the maximum
depth, as is shown in the following equation:

simL&C(u, r) = − log
length(u, r)

2D
. (16)

Lin’s measure makes use of the logarithms of the chances
of appearance of both nodes and the lowest common sub-
sumer. Lin’s measure is defined as

simL(u, r) =
2× log p(LCS(u, r))

log p(u) + log p(r)
. (17)

Resnik’s measure maximizes the information content of
the lowest common subsumer from both nodes, i.e.,

simR(u, r) = IC(LCS(u, r)) . (18)

Similar to Leacock & Chodorow’s measure, the Wu &
Palmer’s similarity measure is based on the path length be-
tween two nodes. It uses the depth of the lowest common
subsumer of both nodes and the path length between them.
The similarity is defined as

simW&P (u, r) =
2× depth(LCS(u, r))

length(u, r) + 2× depth(LCS(u, r))
.

(19)



4. CERYX IMPLEMENTATION
The Ceryx implementation is an extension of the imple-

mentation of the Hermes framework, the Hermes News Por-
tal (HNP) [9]. Ceryx is a plug-in for the existing HNP and
an expansion of earlier work [6, 8, 9, 11, 13]. Because Her-
mes was written in Java, we have chosen to also write Ceryx
in Java. In this section, we discuss the Ceryx plug-in, the
user profile construction, the usage of WordNet, and last,
the implementation of the three similarity methods being
used in Ceryx: TF-IDF, SF-IDF, and SS.

4.1 The Ceryx Plug-in
The Ceryx plug-in has a tab in the user interface of HNP,

entitled ‘Semantic recommendations’. The tab consists of
three sub-tabs, i.e., ‘All News Items’, ‘Recommendations’,
and ‘Test Results’.

The tab ‘All News Items’ allows browsing for all the news
items in HNP, sorted by date. The list of news items is
shown by pressing the ‘Refresh’ button. All items contain a
title, a date, and an abstract. The user can browse through
the list of items, instead of using the query function in Her-
mes [8, 9].

In the second tab, the ‘Recommendations’ tab, the user
can get a news item recommendation, based on his user pro-
file, which was already implemented in Hermes. In Hermes,
the user can select a news item by clicking on one. The user
profile is then updated with the read news item.

In Ceryx, a recommendation is made using a similarity
method. In our current efforts, a comparison is made be-
tween the methods TF-IDF, SF-IDF, and the semantic sim-
ilarity measures of the SS method. Abusing slightly the
terminology, the selected similarity method (with the used
similarity measure) is from now on called a ‘recommender’.
Once the user has selected a recommender, the recommen-
dation can be made by clicking on the ‘Get Latest Recom-
mendations’ button. All the recommenders use the same
user profile, but each uses its own algorithm to calculate
which news items are interesting for the user and which are
not.

Once the recommendation is done, the user is shown a list
with all of the recommended news items. Every item has a
rank ranging from 0 to 100, where 100 is the highest recom-
mendation and 0 the lowest. The list is sorted descending,
which means that the most interesting unread news items
are at the top and the least interesting unread news items at
the bottom. For the words which are highlighted, the corre-
sponding lemma appears at least once in the list of lemmas
from the user profile. In this way, the user is shown exactly
which words in the new news item can also be found in the
list of words which make up the user profile.

The third tab, ‘Test Results’, is a testing environment.
When the user has loaded a test file, which consists of a
user profile, all the recommenders are tested on the measures
accuracy, sensitivity, precision, and specificity. The user can
set the random seed, the cut-off value, and the number of
tests. The random seed is used to divide the news items
used for testing in a training set and a test set. The cut-
off value decides from which point on the threshold from
which the unread news item is considered ‘interesting’. The
number of tests determines how many times you split the
set of items in different training and test sets. Figure 1
depicts the user interface after an arbitrary test run within
the testing environment.

4.2 User Profile Construction
A user profile consists of all the news items which the user

has read. In Hermes, a user is able to click on a news item,
resulting in a Web browser that is opened, showing the full
news item. Additionally, the user profile is updated with
the selected news item. In HNP, each news item has its own
unique identifier, a Uniform Resource Identifier (URI).

4.3 WordNet
When comparing news items with each other using a se-

mantic recommender, WordNet is used for word comparison
in the texts. In order to retreive the WordNet synset from a
word in a news item, the word form, the part-of-speech, and
the word sense are needed to specify exactly which meaning
it represents. Ceryx uses several steps to come to the correct
WordNet word. These steps are described below.

First, all of the words in the text receive a part-of-speech.
The Stanford Log-linear Part-of-Speech Tagger from the
Stanford Natural Language Processing Group is used to de-
termine the part-of-speech of every word [27].

The second step is to remove all stop words. Stop words
have little to no meaning to the similarity and mostly only
act as noise, things which cause the news recommender to
make a faulty conclusion, when trying to compare texts. A
list of the words which we consider to be stop words can
be found at [18]. The lemma of a word is determined using
JAWS [26].

As a third step, the right word sense id determined using
the adapted Lesk algorithm for word sense disambiguation.
Since a word can have multiple meanings, the correct mean-
ing should be selected if we want to be able to precisely com-
pare different news items with each other. By using every
lemma without the stop words and with their correspond-
ing parts-of-speech as inputs for the adapted Lesk algorithm,
we retrieve the unique synsets for the words that best match
the input [4]. The used implementation of adapted Lesk is
provided by the Denmark Technical University (DTU) Sim-
ilarity application [14].

Now that all of the words in the news items have been
checked for stop words, and each word has its lemma, part-
of-speech, and correct word sense determined, all of the in-
formation needed in order to compute the similarity is looked
up in the WordNet dictionary and stored inside the news
item.

4.4 Similarity Methods
To make a comparison between news items, Ceryx makes

use of the TF-IDF method, and our two methods for mea-
suring semantic similarity: SF-IDF and SS. We will discuss
the implementation of these three methods in this order.

4.4.1 TF-IDF
Without making use of WordNet, the TF-IDF method

simply goes through all of the words in the user profile and
makes a list of all the different words with the number of
times each word appears in the user profile. Once the list of
all the different words has been created for the user profile,
a list of all different words will be created for every unread
news item. Now that the term frequency for each word in
every news item has been determined, the next step is to
calculate the inverse document frequency, thus effectively
calculating the TF-IDF value. For every word in the current
news item, the other documents are checked whether or not



Figure 1: Performance measures within the test environment in Ceryx (for one run).

they contain that word. After this, the TF value and the
IDF value of that word are multiplied by each other, and
we obtain the TF-IDF value of that word in the first news
item. This is done for every word in every news item.

Since we now have all of the TF-IDF values, we compute
cosine similarity between two news items, or in our case
between one news item and a collection of news items that
represent the user profile. By computing the dot product
and the magnitude of the unread news item and the user
profile, we end up with a score indicating how similar the
two are. The final step is to compute this for every unread
news item so that we can order the news items based on
their similarity rank. Every unread news item which has a
similarity rank above the cut off value is suggested to the
user.

4.4.2 SF-IDF
Once every word in the text has been identified and has

been assigned a corresponding WordNet synset (synonym
set), a list with all of the synsets in the user profile is created.
Then, the same thing is being done for all of the unread
news items in the database. One of the unread news items
is then being compared to the user profile using the SF-IDF
vectors computed in a similar way as TF-IDF vectors, words

being replaced by synsets in the computations. The cosine
similarity measure is computed and the resulting value is
assigned to the specific unread news item. After this has
been done for every unread news item, the values assigned
to the unread news items are sorted descendingly. The items
with the highest scores are the ones most similar to the user
profile, and are thus suggested to the user in that order.

4.4.3 Semantic Similarity
Before measuring the final similarity rank of an unread

news item, a set of all of the WordNet synsets from the
unread news item and a set of all of the WordNet synsets
from all the read news items in the user profile are collected.
Then, all of the combinations between synsets from those
two sets which have a common part-of-speech are selected.

With the selected combinations, a similarity rank is com-
puted with a Java implementation of similarities [12] of the
application written originally in Perl, as described in [21].
The word sense and the lemma of both WordNet words,
the common part-of-speech, and the similarity measure are
then given as input to the similarity computation. The sim-
ilarity computation returns the rank of semantic similarity
between the WordNet synset from the unread news item and
the WordNet synset from the user profile.



When the similarity is known for all the combinations,
the final similarity for the unread news item is computed
by summing up every combination’s similarity and dividing
it by the total number of combinations possible. When all
similarities are known, all the unread news item are sorted
in a descending way.

5. EVALUATION
In order to evaluate the performance of our two recom-

mendation methods, i.e., the SF-IDF and SS approaches,
compared to the more traditional TF-IDF method, as per-
formance measures we make use of accuracy, precision, re-
call, and specificity. Using the precision and recall, we calcu-
late the F1-measure, i.e., the harmonic mean between preci-
sion and recall. A more detailed description of our measures
can be found in general works on information extraction,
e.g., [3].

5.1 Experimental Setup
In our experiments, a Web site is utilized, which shows 100

news items one by one to users. Each user has to indicate
whether the news item is interesting to him/her or not. A
set of read items is subsequently constructed, consisting of
the news item’s URIs and whether it is interesting. Ceryx
subsequently loads this data.

We use 19 participants, ranging in age from 19 to 24.
All participants are (mainly male) students in the field of
Informatics and Economics, and are familiar with the area
related to a predefined profile that is used in the test. Note
that due to the limited number of participants, each of the
participants is given the same profile in order to avoid user
bias. The profile that is given to the users beforehand is
constructed in such a way that it is assumed the user is
interested in articles that are related to Microsoft, and its
products and competitors.

We use supervised learning for processing the test results.
A random split is made into a training set and a test set.
Of our data, 60 percent is assigned to the training set, while
40 percent is assigned to the test set. The training and test
set have a proportional part of interesting and uninteresting
news items.

Using the training set a user profile is constructed, to
which all interesting news items are added. The value for
each similarity measure is subsequently computed. If this
similarity exceeds a predefined cut-off value, the news item
is recommended. We use a cut-off value of 0.5, as this has
proven to perform best, with respect to the F1-measure, in
initial experiments.

In order to measure the performance of the different sim-
ilarity measures, confusion matrices are created, which are
used for the calculation of the performance measures. These
measures yield insights into the performance of the various
similarity measures. Multiple runs are made, for each run a
random division between the test and training set is made.
We use five runs for each user in our experiment.

We investigate whether a recommender performs statisti-
cally better than another recommender. The test data for
five tests (averaged) for each of the 19 users is gathered.
The performance of the F1-measure is tested in a one-tailed
two-sample paired Student t-test. With a level of 95% sig-
nificance, the null and alternative hypotheses are defined as

H0 : µ1 < µ2 , H1 : µ1 > µ2 , α = 0.05 , (20)

where µ1 is the mean performance on the F1-measure of the
first recommender and µ2 is the mean performance on the
F1-measure of the second recommender.

5.2 Experimental Results
After processing the test data from the 19 participants,

the performance measures are calculated. Table 1 shows the
performance of TF-IDF and SF-IDF, while Table 2 displays
the performance measures of the similarity measures used
in the SS method. As shown in the table, SF-IDF (46.8%)
outperforms TF-IDF (32.0%) on the F1-measure. Also, the
performance of the SS recommenders is better than TF-IDF,
except for the Lin recommender. The best method is SS with
the Wu & Palmer recommender (47.1%), which is slightly
better than SF-IDF (46.8%).

In order to evaluate the significance of the test results, the
p-values of a one-tailed two-sample paired Student t-test are
determined for the F1-measure. The hypothesis is defined
in (20) for the results of five tests for the means of the 19
users (19 F1-measure values. The recommenders for which
the p-values are smaller than 0.05 performed statistically
better than the other recommender. As shown in Table 3,
with a 95% significance, the SF-IDF and Semantic Similar-
ity with the similarity measures of Leacock & Chodorow,
Resnik, and Wu & Palmer perform statistically better than
TF-IDF. Significant results are also obtained when we com-
pare the F1-measure of Wu & Palmer with Jiang & Conrath
and Lin, showing the superiority of the first approach com-
pared to the other two approaches.

6. CONCLUSION
In an attempt to improve the Term Frequency – Inverse

Document Frequency (TF-IDF) weighting technique that is
traditionally used for news item recommendation, in this pa-
per we presented two approaches that take into account the
meaning of words. Our methods are based on concepts and
their semantic similarities, from which we derive the simi-
larities between news items. Our first method, Synset Fre-
quency – Inverse Document Frequency (SF-IDF), is similar
to TF-IDF, yet it does not use terms but WordNet synonym
sets. Additionally, our second method, Semantic Similarity
(SS), makes use of five semantic similarity measures to com-
pute the similarity between news items for recommending.

The proposed approaches to news item recommendation
have been implemented as Ceryx, an extension to the Her-
mes News Portal news personalization service. Ceryx makes
use of the SF-IDF and SS methods, a user profile, and a set
of news items in order to suggest interesting unread news
articles to the user. Before using our semantic methods,
news items are preprocessed by first identifying the part-of-
speech, lemma, and the sense of every word. By comparing
the F1-measure, accuracy, precision, recall, and specificity

Table 1: Average test results for 19 users (5 tests
per user) for TF-IDF and SF-IDF.

Performance measure TF-IDF SF-IDF

Accuracy 78.2% 80.1%
Precision 77.4% 77.8%
Recall 22.0% 35.9%
Specificity 97.2% 94.7%
F1-measure 32.0% 46.8%



Table 2: Average test results for 19 users (5 tests per user) for Semantic Similarity recommenders: Jiang &
Conrath (J&C), Leacock & Chodorow (L&C), Lin (L), Resnik (R), and Wu & Palmer (W&P).

Performance measure J&C L&C L R W&P

Accuracy 78.3% 59.5% 38.1% 74.5% 58.5%
Precision 64.2% 33.7% 19.9% 56.4% 35.3%
Recall 29.3% 63.5% 49.7% 40.0% 73.6%
Specificity 94.6% 57.9% 34.0% 86.3% 52.6%
F1-measure 38.4% 43.2% 27.7% 42.8% 47.1%

Table 3: Significance of test results for 19 users (5 tests per user) for the F1-measure for the recommenders:
TF-IDF, SF-IDF, Jiang & Conrath (J&C), Leacock & Chodorow (L&C), Lin (L), Resnik (R), and Wu &
Palmer (W&P) (reject µrow < µcolumn).

p (one-tailed) TF-IDF SF-IDF J&C L&C L R W&P

TF-IDF 0.006 0.076 0.009 0.159 0.011 0.001
SF-IDF 0.006 0.093 0.203 0.002 0.207 0.468
J&C 0.076 0.093 0.165 0.006 0.136 0.009
L&C 0.009 0.203 0.165 0.000 0.465 0.106
L 0.159 0.002 0.006 0.000 0.000 0.000
R 0.011 0.207 0.136 0.465 0.000 0.062
W&P 0.001 0.468 0.009 0.106 0.000 0.062

of the various recommenders against TF-IDF, we observe
that the SF-IDF and Leacock & Chodorow, Resnik, and Wu
& Palmer SS methods outperform the traditional TF-IDF
method.

For future work, we suggest that the SF-IDF method
should consider other lexical semantic connections into ac-
count apart from just the synonyms. Examples of these
other lexical semantic connections are antonyms, hypernyms,
and hyponyms. The assumption is that if an article discusses
subjects which are using the previous relations to the sub-
jects discussed in the user profile, the user might be inter-
ested in that article as well. Furthermore, it might be inter-
esting to analyze whether the SF-IDF technique would still
perform better than the TF-IDF technique if the texts are
written in a different language than English (e.g., Dutch).
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